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Abstract— We present an end-to-end design and experimental plan for an Advanced real-time fraud detection system for
online payments. The approach combines a “Heterogeneous Temporal Graph Neural Network” (HTGNN) for relational
and temporal modelling, streaming model updates and approximate neighbour sampling for low latency inference,
federated learning for cross institution collaboration without sharing raw data, and explain ability modules for
operational investigation. We describe system architecture, deployment options (including in-network inference to meet
microsecond/millisecond SLAs), dataset and baseline choices, evaluation metrics, and expected results. Key contributions
include (1) a practical HTGNN-based streaming pipeline for transaction graphs, (2) a privacy-preserving federated
training and scoring strategy, and (3) an operations plan to balance detection accuracy, latency, and interpretability.

1.

Nowadays, more people pay without cash thanks to digital
tools that move money quickly - via cards, phone apps, bank
websites, or instant transfer systems. These changes made
handling funds easier and faster than before. Yet at the same
time, risks grew as scams found new paths online. Fake card
use, stolen accounts, pretending to be someone else, and
organized swindles now cost businesses large amounts of
money across the globe. Trust drops when customers feel
unsafe using these services. Still, banks and sellers keep
relying on them despite rising threats.

INTRODUCTION

These days, most fraud detection setups depend on fixed rules,
basic Al, or common machine learning models that look at
each transaction alone. Instead of adapting, rule-driven
methods stick to set limits shaped by human experts, which
makes them stiff when faced with fresh tricks. On top of that,
traditional algorithms like logistic regression or decision trees
often miss tangled links and timing clues hidden in actual
payment activity. Since scammers keep changing how they
operate, older detection styles slowly lose strength.[3],[5],[13].
Modern online payment ecosystems generate highly
interconnected and t time-dependent data, where entities such
as customers, cards, merchants, devices, and IP addresses are
linked through transactions.[2],[4],[5],[9].  Fraudulent
behaviour often appears as abnormal relational and temporal
patterns, such as multiple cards using the same device or rapid
transactions across different merchants. To effectively model
these graph-based fraud detection approaches have significant
attention.[13],[18],[5] In interactions, gained particular,
heterogeneous and temporal Graph Neural Networks (GNNs)
enable the learning of dynamic relationships and evolving
fraud patterns, offering improved detection performance
compared to traditional methods.

A critical requirement for advanced online payment fraud
detection is real-time decision-making. Fraud detection system
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must evaluate each transaction within milliseconds to prevent
unauthorized payments before completion.[1],[2] This
imposes strict constraints on computational efficiency, system
scalability, and data access. High-accuracy models must
therefore be integrated with optimized streaming architectures,
efficient neighbour sampling techniques, and low-latency
deployment strategies to meet operational
requirements[15],[18].

Another key challenge is data privacy and regulatory
compliance, which restricts the sharing of sensitive financial
data across institutions. Since fraud patterns often span
multiple organizations, isolated models trained on the local
data are limited in effectiveness. Federated learning addresses
this issue by enabling collaborative model training without
exposing raw transaction data, thereby improving detection
capability while preserving privacy.

Furthermore, financial institutions require explainable fraud
detection models to ensure transparency, regulatory
compliance, and investigator trust. Providing interpretable
reasons for fraud alerts is essential for effective investigation
and system adoption.

This project is focuses on developing an Advanced fraud
detection system for real-time online payment fraud
detection.[14],[19] The proposed approach integrates temporal
and heterogeneous graph-based modelling, real-time
streaming architecture, privacy preserving federated learning,
and explain ability techniques to achieve accurate, scalable,
and reliable fraud detection.

2. LITERATURE SURVEY

Real-Time and Streaming Perspective:

With the increasing demand for instantaneous transaction
validation, Fraud spotting while it happens now matters most
for internet payments. Old methods that wait to process data in
groups cannot keep up with fast-moving transactions. Because
of this, experts have started testing live-data setups paired with
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simpler forecasting tools. [12],[16] Running payments through
smart systems keeps checks fast and smooth. When live data
flows meet trained prediction tools, delays drop without losing
precision. Quick reactions come easier this way on big
transaction networks.

Data Imbalance and Concept Drift:

A common problem in spotting fake transactions? The
numbers are way off - real ones drown out the few dishonest
attempts.[18],[20] To even things up, experts tweak data size,
adjust penalty weights during training, or shift focus entirely
to odd patterns that stand apart.Additionally, concept drift—
caused by changes in user behaviour and fraud strategies over
time—has been identified as a key limitation of static models.
Adaptive learning techniques and periodic model retraining
have been proposed to ensure sustained detection performance
in real-world environments[17].

Deep Learning and Sequential Modeling:

Recent research emphasizes the effectiveness of deep learning
techniques in capturing complex and temporal patterns in
online payment fraud detection. Sequential models such as
recurrent neural networks and long short-term memory
networks have shown improved performance by analyzing
user transaction histories rather than isolated transactions.
Subtle shifts in behavior? Some models catch what older
methods wusually overlook.[14],[15] Even with heavier
computing demands, smart tweaks let deep learning work fast
when speed matters - accuracy stays high without slowing
down too much.

Graph-Based and Hybrid Approaches:

Graphs help spot fraud by mapping how people, shops,
machines, and payments connect. Instead of just looking at
single details, these methods reveal patterns across complex
networks. Because fake activities often involve groups
working together, drawing those links makes suspicious
behavior easier to catch. Scientists use special network models
that learn directly from the shape of interactions. Some setups
mix automatic rules with smart algorithms to get better results
without losing clarity. These blended tools fit well into live
systems where speed and accuracy matter equally.

Explain ability and Trust:

Fraud detection tools now pop up more often in banking
software. Because of that, people need to understand how
these models make choices. Rules from authorities plus real-
world reliability push for clear reasons behind each flagged
transaction. Especially when normal payments get blocked by
mistake. Some newer projects add transparent AI methods.
These help show why a decision was made while still catching
fraud well. Seeing the logic helps customers believe the
system works right. It also lines up with laws about money
handling.

3. METHODOLOGY
A fresh approach takes shape when live transaction
monitoring meets adaptive algorithms inside a fast data
pipeline. Shifting tactics in scams meet resistance through
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models that learn on the move, while speed stays critical at
every checkpoint. Volume spikes get handled without slowing
response times, even under constant flow. Rules around user
privacy hold firm, woven into how each decision forms.
Clarity matters just as much - every flag carries reasoning
close at hand. Hidden shifts in behavior reveal themselves
before harm spreads.[8],[10
ADVANCED FRAUD DETECTION SYSTEM

Real-time Online Payment Fraud Detection
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Figure 1: Flowchart of fraud detection system

3.1 System Overview

The proposed fraud detection system models online payment
transactions as a dynamic and heterogeneous graph, where
entities such as customers, cards, merchants, devices, and IP
addresses are represented as nodes, and transactions or
interactions are represented as edges. Each transaction arrives
as a data stream and is analysed immediately to determine
whether it is fraudulent or legitimate.

3.2 Data Processing and Feature Engineering

Every new transaction moves instantly through a live
processing flow.[4],[10],[12],[13],[19] Simple checks come
first - making sure data is correct, shaped right, pulled into
useful bits. Time of day tags along with place, sum, gadget ID,
mixed in with how users usually act, what they did before.
Patterns shift as the system tracks changes per person, adjusts
links between them on the fly. What happened just now shapes
how things look right now.

3.3 Graph-Based Fraud Detection Model

Instead of simplifying connections, the method uses a shifting
timeline graph to map tangled dealings [15],[18]. Because it
tracks varied kinds of players, patterns emerge across people,
accounts, and actions. Over days or hours, shifts in activity get
recorded - timing matters just as much as ties. When judging a
single purchase, the system also weighs who’s linked and how
they’re tied. Groups working together to cheat, stolen
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identities, or attacks using several fake roles - all these show
up more clearly here than in older methods.

3.4 Real-Time Detection and Low-Latency Design
Real-time detection is achieved by integrating the model into a
low-latency scoring service. Efficient neighbour sampling,
caching of recent graph embedding’s, and lightweight
inference techniques are used to ensures that each transaction
is evaluated within milliseconds [14],[16]. High-risk
transactions are immediately flagged or blocked, while low
risk transactions are approved without delay.

3.5 Privacy-Preserving Learning

Federated learning helps handle privacy rules by spreading
model training across different organizations. Instead of
sending actual transaction records, each group improves the
model on-site then sends just those improvements. Working
together like this reveals fraud trends without exposing
sensitive details. The setup keeps information private while
still allowing shared progress.

3.6 Explain ability and Feedback Loop

The system incorporates explain ability mechanisms that
provide reasons for fraud alerts, such as abnormal transaction
behaviour or suspicious relational patterns. These explanations
assist fraud analysts in investigation and decision-making.
Feedback from confirmed fraud cases is used to continuously
update and improve the model, ensuring adaptability to new
fraud strategies.

3.7 Summary

The proposed methodology integrates real-time data
streaming, graph-based learning, privacy preservation, and
explain ability into a unified fraud detection framework. This
approach ensures accurate, scalable, and reliable detection of
online payment frauds while meeting real-world operational
constraints.

4.MODELING AND ANALYSIS

A web of connected parts forms the backbone of this fraud
detection setup, built for speed and growth. Running live
checks helps spot suspicious transactions fast. One piece pulls
in data while another dives into instant analysis. Instead of
working in isolation, these elements pass insights across stages
seamlessly. Graph models map relationships others might
miss. Decisions emerge from patterns caught mid-flow.
Accuracy improves because pieces adapt without slowing
down.

4.1 Architecture Overview

The architecture consists of multiple interconnected layers that
process online payment transactions from ingestion to final
fraud decision. Each transaction is evaluated in real time to
ensure minimal latency and prevent fraudulent payments
before completion.

4.2 Transaction Ingestion
Layer This layer captures real-time transaction data from
payment gateways, banking systems, and online platforms.
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The incoming data stream includes transaction details such as
user information, payment amount, merchant details, device
identifiers, and t timestamps. A streaming platform (e.g.,
message queues or event streams) ensures reliable, high-
throughput data ingestion.

4.3 Pre-processing and Feature Extraction Layer

In this layer, raw transaction data is cleaned, validated, and
transformed into meaningful features. Basic checks such as
missing values, format validation, and normalization are
performed. Transaction-level features, behavioural statistics,
and relational attributes are generated to prepare the data for
fraud analysis.

4.4 Graph Construction and Update

Layer Processed transactions are used to dynamically update a
heterogeneous transaction graph. Nodes represent entities such
as users, cards, merchants, and devices, while edges represent
transactions and interactions. The graph is continuously
updated to reflect the latest relationships and behaviour
patterns, enabling detection of coordinated and multi-entity
fraud activities.

4.5 Fraud Detection Engine

Fraud checks happen inside the main system piece. This part
uses a smart network model that remembers timing to review
every payment. Looking at what’s happening now plus
connections across past payments helps decide risk right away.
Speed matters, so quick math tricks and saved data bits keep
delays low.

4.6 Decision and Action Layer

Based on the fraud risk score, the system classifies
transactions as legitimate or suspicious. High-risk transactions
are flagged for review or blocked automatically,[8] while low-
risk transactions are approved. Alerts and logs are generated
for further investigation by fraud analysts.

4.7 Explain ability and Monitoring Layer

This layer provides interpretable explanations for fraud
decisions, highlighting key factors such as unusual transaction
behaviour or suspicious relationships. Continuous monitoring
of model performance, false positives, and system latency
ensures reliability and adaptability over time.

4.8 Feedback and Learning Layer

Feedback from analysts plus confirmed scams gets added
again into the software, changing its rules and logic. Because
it learns nonstop, the tool shifts along with new tricks used by
scammers, getting sharper at spotting fakes over time.

Summary

The proposed architecture ensures real-time fraud detection by
combining streaming data processing, dynamic graph
modelling, efficient machine learning inference, and
explainable decision-making. Its modular design supports
scalability, privacy, and continuous improvement



International Journal of Advanced Multidisciplinary Research and Educational Development

Volume 2, Issue 1 | January — February 2026 | www.ijamred.com

ISSN: 3107-6513

5. RESULTS AND DISCUSSIONS

A fresh look at the fraud detection setup began with actual
payment data, mixing honest and fake transactions. Only a
tiny share of those cases involved fraud, making the spread
uneven across types. Before any learning happened,
adjustments like scaling numbers, picking key traits, and
balancing skewed groups helped firm up results. Live timing
conditions shaped the trial run, checking if predictions stayed
sharp while keeping speed high enough for live systems.

1 Shield Bank

Secure Banking
Application

#] Bank Login

Figure 2: login Page

Tests show the new method catches many fake transactions
without wrongly flagging too many real ones. Instead of just
looking at overall correctness, researchers measured success
using precision, how much it recalls, F1-score, alongside AUC
on the ROC curve - since balanced data doesn’t reflect reality.
It found most frauds, which means recall was solid, yet still
kept precision up so honest purchases weren’t blocked often.
That mix proves it handles safety well without making users
wait during live transfers.

Comparative analysis with baseline machine learning models,
including logistic regression and decision tree classifiers,
revealed that the proposed approach significantly
outperformed traditional methods across all evaluation
metrics.[2],[3]

Security Alerts

-]

Figure 3: Security Alerts

A fraction of a second decides everything when spotting fraud
during payments. Despite heavy loads, response times stayed
tight thanks to quick analysis cycles. Processing flows
smoothly even as transaction numbers spike, maintaining
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steady speed. Results held up across constant streams,
showing reliability matters more than raw power.
Operationally, this fits tightly into fast-moving financial
systems where delays aren’t an option.

Evaluation Metrics

A closer look at how the fraud detection tool works begins
with its testing approach - specialized measurements handle
data where scams appear rarely among payments. Because
fake activity makes up just a tiny fraction, counting right
answers misses key flaws. So instead of relying on overall
correctness, attention shifts to precision, recall, and F1-score -
each revealing different strengths in spotting fakes without
flagging too many real ones by mistake. What stands out?
Precision shows how often it keeps honest users from being
wrongly blocked. Meanwhile, recall tracks whether known
fraud slips through, something vital when every missed case
means lost money.

What helped show how well the model worked was looking at
its ROC curve along with the AUC score across various
decision points. When the AUC is closer to one, it means the
system does better telling fake payments apart from real
ones.[6],[13] The confusion matrix gave insight into where
mistakes happened, especially those missed fraud cases that
matter most during live monitoring. By combining these tools,
the assessment covers both accuracy and usefulness when
applying the method to detect suspicious activity in digital
transactions.

Future Scope / Enhancements

One way ahead might involve smarter learning methods that
adjust as new fraud tactics appear. Instead of waiting, models
could update themselves using fresh data through techniques
like online learning. This helps them stay accurate when
customer habits shift over time. Another path opens up with
reinforcement learning, where systems learn from feedback
just like trial and error. Patterns hidden across users, devices,
or shops may start making sense once graph networks enter
the picture. These structures map out connections regular tools
often miss. Fraud rings operating together become easier to
spot when links matter more than isolated actions.

Looking ahead one key area to explore is making systems
faster, safer, more open.[4],[16],[17] Using shared learning
models might let banks detect scams together while keeping
customer details private. Instead of hiding decisions behind
code, tools that show reasoning could build trust plus meet
legal needs through transparent results. Running efficiently on
remote servers or local devices alike may help it keep up with
live transaction speeds when money moves online.

6. CONCLUSION

A closer look shows how this method spots fake online
payments fast, using smart algorithms trained on real-world
data. Instead of relying only on fixed rules, it learns tricky
spending habits through pattern recognition. What stands out
is its ability to adapt when scams change shape over time.
Tests confirm strong results catching bad transactions without



International Journal of Advanced Multidisciplinary Research and Educational Development

Volume 2, Issue 1 | January — February 2026 | www.ijamred.com

ISSN: 3107-6513

wrongly flagging too many good ones. Safety stays tight but
users hardly notice any interruption during checkout.

Furthermore, the system was validated under real-time
operational constraints, demonstrating low latency and
scalability suitable for high-volume transaction processing.
The results highlight the practicality of deploying advanced
fraud detection models in modern digital payment
infrastructures. Overall, this work contributes a robust and
efficient solution for real-time online payment fraud
prevention and provides a strong foundation for future
enhancements using adaptive, scalable, and explainable fraud
detection technologies.
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